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FOREVWOR D

A computational study has been conducted of the plume created by an undcrwater explosion.

Calculations have been performed with a compressible and an incompressible method. The latter
method was found to be more economical in treating the relatively long term phenomena associated
with the explosion plume, vhicb takes several seconds to form and decay. Both techniques suggest
that the formation of an explosion plume can be divided into five different phases: cavity fonnation,
cavity collapse, venting, jetting, and rebound. Unfortunately, the internal plume structure predicted
by calculation cannot be verified at this time due to the absence of experimental data describing the
density distribution within the plume.
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ABSTRACT

A computati'-nal study has been conducted of the plume created by an underwkater explosion
Calculations have been performed with a compressible and an incompressible method. The latter
method was found to be more economical in treating the relatively long terTm phenomena associated
with the explosion plume, which takes several seconds to form and decay. Both techniques suggest
that the formation of an explosion plume can be divided into five different phases: cavity formation.
cavity collapse, venting, jetting, and rebound. Unfortunately, the internal plume structure predicted
by calculation cannot be verified at this time due to the absence of ext~crimental data describing the
density distribution within the plume.

iii/iv

• ml Im || | ij



NAVSWC TR 91-718

CONTENTS

Chapter __

I IN T R O D U CT IO N . .............. . ......... . ....... ............ .. .... 1-i
2 DESCRIPTIONS OF THE NUMERICAL APPROACHES .................... .. 2-1

INCOMPRESSIBLE MODEL ....................................... 2-I

COMPRESSIBLE MODEL ........................................ .2-3

3 NUMERICAL RESULTS ............................................. 3-1

INCO M PRESSIBLE RUNS ...... . .......................... .......... ............... 3-1

COMPRESSIBLE RUNS ..... . ........ ......................................... 3-6

4 CONCLUSIONS ............................................... ...... 4-1

REFERENCES ................................................................. 5-I

DISTRIBUTION ..................................... ............... )

ILLUSTRATiO\S

Fi~gure kg

2-1 SLIC INTERFACE RECONSTRUC`'IION ................... ................. ............. ,-7

3-1 COARSE GRID INCOMPRESSIBLE COMPUTATION OF A 100-POUND

CHARGE OF TNT AT A DEPTH OF FIVE FEET ............................................. 3-9

3-2 COARSE GRID INCOMPRESSIBLE COMPUTATION OF A 100-POUND

CHARGE OF TNT AT A DEPTH OF TWELVE FEET............................ ...... I

3-3 FINE GRID INCOMPRESSIBLE COMPUTATION OF A 100-POUND

CHARGE OF TNT AT A DEPTH OF TWELVE FEET ........................................ 3-I1

3-4 TIME HISTORIES OF THE MAXIMUM WATER AND SPRAY HEIGHTS

FOR THE TWELVE-FOOT DEPTH COMPUTATIONS ..................... 3-12

3-5 COARSE GRID INCOMPRESSIBLE COMPUTATION OF A 100-POUND

CHARGE OF TNT AT A DEPTH OF SIXTEEN FEET ...................... 3-13

3-6 FINE GRID INCOMPRESSIBLE COMPUTATION OF A 100-POUND

CHARGE OF TNT AT A DEPTH OF SIXTEEN FEET ..................................... 3-14

3-7 TIME HISTORIES OF THE MAXIMUM COLUMN AND SPRAY HEIGHTS

FOR THE SIXTEEN-FOOT DEPTH COMPUTATIONS ............... .................... 3-15
3-8 TIME HISTORIES OF THE MAXIMUM COLUMN HEIGHTS BASED

ON THE COARSE GRID COMPUTATIONS AT CHARGE DEPTHIS

BETWEEN FIVE AND FOURTEEN FEET ............................. 3-6

V



NAVS\WC TR 91 -71

IL LL.S'STRATIONS (CUoltinutd)

Fiure

3-9 TIME HISTORIES OF THE MAXIMUM COLUMN IEIGIITS BASED
ON THE COARSE GRID COMPUTATIONS AT CHARGE ,)VtHS
BETWEEN FIFTEEN AND TWENTY FEET . ................................... 17

3-R) TIME HISTORIES OF THi[E MAXIMUM SPRAY HFIGHTS BASED
ON THE COARSE GRID COMPUTATIONS AT CHARGE DEPTHS
BETW EEN FIVE AND FOURTEEN FEET .... ...... ............. ........... ...........

3-11 -,I.ME HISTORIES OF THE MAXIMUM SPRAY ttEIGHI TS BASEI.)
ON THE COARSE GRID COMPUTATIONS AT CHARGE DEPTHS
BETWEEN FIFTEEN AND TWENTY FEET . ....................................... 3-19

3-12 VELOCITY VECTORS FROM THE COMPRESSIBLE COMPUTATIION OFA
300-POUND CHARGE OF TNT AT A DEPTH OF FIVE FEET ..................... -20

3-13 DENSITY CONTOURS FROM THE COMPRESSIBLE COMPUTATION OF A,
300-POUND CHARGE OF TNT AT A DEPTHt OF FIVE FEET. ................ 3

3-14 VELOCITY VECTORS FROM THE CO.MPRESSIBLE COMPUTATION
OF A 100-POUND CHARGE OF TNT IN SHALLOW W\ATEI,
A T A D EPT H O F 6.5 FEET ........... ... ...... ....... ................................... .. ...

3-15 DENSITY CONTOURS FROM THE COMPRESSIBLE COMPUTATION
OF A 100-POUND CHARGE OF TNT IN S1-ALLO\V WVATER
A T A D E PT H O F 6.5 FE ET ...... .................. ............................... ............ .... ...- 2

TABLES

Table Page

3-1 SHALLOW DEPTH EXPLOSION BUBBLE INITIAL DATA ................. ...... 3-2
3-2 EXTRAPOLATED SHALLOW CHARGE DEPTH SPRAY HEIGHTS ............ 3-6

vi



NAVSWC TR 91-718

ClIAtq'ER I

INTRODUCTION

A large body of information exists concerning plumes generated by underwater explosions. A
review of much of this information can be found in References 1 through 3, which describes the
general shape of the resulting plume (its height and width). However, available data does not
address the issues o' plume structure ,-"d tile density distribution. The objective of this report is to
study these questions using numerical simulation techniques. Aside from being of general scientific
interest, the results from this study can be used to evaluate several defense concepts which utilize
plumes generated by explosives for ship defense."

As descrited by Cole1 and Young,2 the under\,ater explosion can be divided into tAo distinct
phases: a compressible and an incompressible one. The compressible phase occurs early after the
initiation of the explosion and is marked by the outward propagation of a shock wave from the
explosion. This shock wave reflects off the wýater surface, leaving an upwelling of cavitated water
behind which initiates the plume. The shock. xNhich travels on the order of 1500 nm/sec, leaves the
domain of interest within 10 to 100 resecs. For the remainder of the problem, where the time scale
is an the order of seconds, water can be effectively treated .tý incompressible. The dominant feature
of this phase is the pulsating explosion bubble which migrates towards the free surface. This bub-
ble starts out as a high pressure gas pocket, expanding until the pressure inside of it is less than that
of the surrounding water. It zhen contracts and. under the influence of gravity or a surface, it loses
its spherical symmetry, often forming a torus w ith a high velocity water jet flowing through its
center. Due to these pulsations, the plumc generated by the explosion bubble is sensitive to the
state of the bubble as it nears the surface.

The general approach has been to modcl the underwater explosion phenomena using two

different approaches: a compressible and an incompressible one. The compressible approach is
based on the algorithm suggested by Collela, et al. 5 Here, the Euler equations are solved for both
the air and water using Simple Line Interface Condition (SLIC) methodology6 to capture the free
surface, This technique should be most approprih,,e for the early phases of the problem. An
incompressible method, described in References 7 and 8, has been employed to treat later times.
This approach can efficiently and accurately predict explosion bubble dynamics, including migration
and jetting.9

The bulk of this report concerns the incompressible calculations, which can be efficiently
applied to a large number of cases. In particular, a parametric study was conducted for 100 pounds
of TNT exploded at depths between 5 and 20 feet, with computations carried out at approximately

1-1
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2-foot intervals. The nunUericaI u to e cic uh,1, 'A0 Th• ,,C• W bh, , ,". "
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CHAPrER 2

DESCRIPTIONS OF THE NUMERICAL APPROACHES

Two different algorithms are used to study the phenomena described in the previous section.
The first algorithm is based on a model in which the water is assumed to be incompressible, while
the second algorithm allows for the effects of compressibility.

INCOMPRESSIBLE MODEL

The "incompressible" model is based on a generalized formulation of hydrodynamics first pro-
posed in Reference 10. This formulation uses a fixed spatial domain 0, where the density p, velo-
city u, and the pressure P are governed by the mass and momentum conservation equations

pt + V-(pu) = 0, (2-1a)

(pu)1 + V'(puu) = -pg k-VP, (2-1b)

subject to the constraint

P < P0. (2-1c)

where g the gravitational constant, -k the unit vector in the direction of the gravitational force, and
Po is the constant density of the incompressible liquid. In constructing so utions for the constrained

system (2-1), it is assumed that liquid-on-liquid collisions behave inelastically, thereby causing a
reduction in the total mechanical energy of the flow field. These energy losses are associated with
breakdowns of the classical theory and may be attributed to turbulence.]

The density field divides Q into two time varying regions, namely, the liquid region D(1)
{x e Q: p(x,t)=p 0}, and the nonliquid region where p < P0- The interfaces separating these regions
are the free surfaces. The numerical solution "captures" these surfaces as slightly smeared inter-
faces. The nonliquid regions are characterized by specifying uniform pressures in each of its con-
nected subsets. For example, in the atmospheric region above the liquid the pressur2 is set to the
ambient air pressure. In an underwater bubble the pressure PB may be determined using the adia-
batic law P1 = CVj'", where V8, is the instantaneous bubble volume, C is a constant, and Y is the
ratio of specific heats of the bubble gases.

Assume that the density and velocity, pfun at time step n, and the pressure gradient at the
previous half step, VPn-4/ are known. This solution is evolved using the following three step time
split procedure.

2-1
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Convection

The solution is first advanced

by "solving" the conservation laws (2-1 a,b) without including the VP terni on the right hand sidc
of (2-1b) and without regard to the constraint (2-1c). This step is implemented numeCricalyV using a
formally second order Godunov-type method, which uses slope limiting in space and explicit
predictor-corrector time stepping.

Redistribution of Density and Momenta

Next, the density and momenta arc redistributed

so that the constraint (2-1c) is satisfied , the global conservation of mass and momenta are main-
tained, and the energy is nonincreasing. The density is redistributed using an approximate solution
to an obstacle problem. This solution is obtained using a constrained direction preconditioned con-
jugate gradient method. The momenta redistrihutions are determined as solutions of two elliptic
self-adjoint problems. Discretizations of these problems yield diagonally dominant matrices v"hich
are efficiently solved by a diagonally preconditioned conjugate gradient method After this step

=pfl+I and the new nonliquid region is then determined along with the pressure in each of its
connected subsets. In the computational space the new liquid region. D"' = D(r" ), is dcefincd to
be the collection of grid cells C,,, such that

p/. -> (1-E_)PO,

where PrtJ is the density in cell Ci. . A typical value used for vp is 0.04. At this stage U = u'
in the new non-liquid region. However, f is not consistent with (2-1b) in the new liquid region.

Pressure Projection

In this step the velocity is corrected

U -- Un"

using the gradient of the new pressure, P"+•, The pressure P = P"" is the solution of

"tAP = p0V U in D"+'

where t is the time step This equation is discretized using a finite element method with bilinear
elements, and the resulting linear system is solved using an incomplete Cholesky preconditioned
conjugate gradient method. The new velocity

Un+I tvP n

Po

is divergence free in D'+1 and thus is consistent with (2-1b).

2-2
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A more complete description of the motivation and discretization of' the above three steps are dis-

cussed in References 7 through 9.

COMPRESSIBLE MODEL

The compressible model uses the technique outlined in Reference 5. Hecre, the flowv is
described by the 2-D Euler Equations in cylindrical coordinates:

DQ DU )F F(23)Wt + - + - ,

where

Q= P1 U pit2 +P/
O U= P11+V1

1li Pit F 1)F =/ + , S= LIJpu+P' (2-4)

L JHLo,
E =e + .50t2 V; H =h + .5(u 2 + +v

Here, e, h, u, v, p, and p are the energy, enthalpy, radial velocity, axial velocity, arid densitv in
single property cells. In mixed cells, these are mass averaged properties for the cell. Additional
variables are also computed in mixed cells: f (volume fraction), p and E for each substance.

The numerical technique used to solve the above equations is based on a time splitting
approach which divides the two-dimensional problem into two one-dimensional problems in the r

and z directions:

(r direction) - + - = S (2-5)

(z direction) 2-t + aE = 0 (26)

The complete problem was simulated by solving the above at each step in succession

A second order Godunov scheme is used to solve each one-dimensional problem. This method
consists of a predictor and corrector step and is described in detail in Reference 12 In regions of
the flow containing a single species, this method consists of the following steps:

1. Property derivatives are computed using a limited second order differencing procedure, that
reduces derivative values in non-smooth regions of the flow field.

2--3



NAVSWC TR 91-718

2. The predictor step is based on a method of characteristics and determines properties at the cellAt
edges center (i.e., Xi+I, t + t). This produces two sets of property values at each cell edge
center, one from each of the adjacent cells

3. The corrector step applies a linear Riemann problem, using these tM•o sets of values as initial
states, to determine corrected properties at the cell edge centers.

4. Corrector cell adge center properties are used to advance Q and hence the cell properties.

In multiple fluid regions, the algorithm must be modified. The first modification consists of
applying the single species procedure using average properties. For an air-water mixture, the aver-
age density and energy follow from conservation:

P =fPE + f "p E,
f a p a E a + f ,,. p , v E •,-7

E (2-7)P

where
!, a

f a - volume fraction of air,

and

f,, - volnie fra tio•n of waterV

Here, the subscripts a and w refer to air and water, respectivelv The avera(ce pressure is calculated
by defining FI and F,, the inverse of which are a measure of the compressibility of air and water.
respectively,. For example, for substance Ux.

I<, o tU , (>a)
F,(I, L

Noting that V is proportional to v, the specific volume, "a,,umin ani i•cnntropic varittion of v Xý ith
p, and applying the definition of the speed of sound,

U U -_ 1 ,p (2-9)K-i .. !-Vi'

yields

1(2-10h

Pt

The definition of F for a mixture follows by c\pansion:

2-4
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To ,1vemu'J!-,L e fo* .1ssr br ami.'turc, a chn~ein \st!c olmeIS cmac hc
prc~thW sNaue ;cae ~i ahcmoetDetl r"I Ol' echeMi ~esr of a c~aotn

to G, "w = p r rcncoer f -6. .mJUSine1 l-L"'JI1tOn1QS

*12

iL

Vhe secont-d u~dtcto",0 theý a!- cuItm rn lvureNý con"I" ofS othe followvino steps:

1 'Lpdatc- the volum -tract!l o! i',r and 1a-r nII echI Cell. T si co~lsc ntresne~

a Dictcrzne,- the, d'stritton f t' the t~ af~ ae oue!rc~n n eac:h cell usi n- SLIC
al or~th . h; S rnoethod examinel,-s tlhc contmits of neig hboring Cell,, and se h ai'wae

mrtaeto onle o1 t!' option's sho.0"i In Fi cure 2-1

b Use th'e Cell edoe -eloclv dulcrlllncd by, the linaravragc pr-operty Riemnann soltution to
Comlpute: the volume1 ofC.11 each IIC susaCerossIne a Cell edgee,

C. Update the volume fractions in each cell using the fluxes determined at stace b. The sum
of the newý fractions ý%ill niot neccssarily equal thle c-.!l volume. Atdjustments arec made by
comlp~ressing or expanding the cells' contents issuming a relati -' :cmp~cssibility for air

nd atr as d efined by I /FTan I -F -fihe resulting correction to f is

where quantities withi a tilde are thle uncorrected values.

2. CompuLte: the air and w~ater mass, mom-entumin and energy flux into each cell. This is a1ccom1-
plished by,, applying fir:;,t order upwind differeneing. Using the, Volume fractions computed in

the previous st-ep. the d mýllyad energy of each substanice can be determi n~:d
3 De,,ermrnre an average cell pressuire using Equaio1101 (2- 12). Adjust the volume fraciion of each

s~tllýStance to maeispressure equaLKl to the alverage pressure using2
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f$j=J)1 4- (PU tPj 2-15)

4. Alter p~and E,, cc reflect the new výjlumne frdcuTojls-
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POSSIBILITIES INTERFACE CONSTRUCTION

Cell Cell Cell Cell j
j-1 j j+l

1. A M W A W
A M M

M M W

2. W M W w A W

3. W M A W A
W M MII

M M A

4. M M M A

w

5. A W A A W A

FIGURE 2-1. SLIC INTERFACE RECONSTRUCTION
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CHAPTER 3

NUMERICAL RESULTS

Calculations of shallow depth underwater explosions using both the incompressible and
compressible codes are presented in this chapter. Using the incompressible code a parametric study
was performed on the charge depth which ranged from 5 to 20 feet. The validity of the numerical
results was checked at several depths where the calculations were repeated on a computational grid

with finer resolution.

INCOMPRESSIBLE RUNS

In the incompressible code, the underwater explosion bubble is modeled as a void (zero den-
sity) with a uniform pressure governed by the adiabatic gas law

PV7 = constant,

where
P is the bubble pressure,

V is the bubble volume,
and

1 1.3 is the ratio of specific heats of the bubble gases.

Initially, the bubble is assumed to be at rest (that is, the velocity of the surrounding water is zero)
and has an initial radius Ro = Rmin, and pressure Po. Values for R 0 and P 0 are determined using

R0 = JNW113, (3-1)

P0 = P'(l-Y) I-a2 (3-2)

where

J = 13.1 is the charge radius constant for TNT,"3

N = 0.023 is the charge radius ratio for TNT,

W = 100 is the charge weight in pounds,
P_ is the hydrostatic pressure at the charge depth,

3-1
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and

R max is the ratio of nuLUtinum to inini um bubble radii,

Rm in

The radius ratio N is an empirically determined constant such that

a NP 213

provided that P- is measured in units of feet of water (fw). In the above, Ra, is the "free field"

value for the maximum bubble radius in the case of a bubble in an infinite medium in the absence

of gravity. (In this case P- denotes the ambient pressure or the pressure at infinity.) Given a value

for a, and an ambient pressure P-, equation (3-2) is derived from an exact integration of the equa-

tions of motion for a spherically symmetric bubble in an infinite medium. This equation is often

referred to as the Rayleigh Plesset equation.'

Incompressible calculations were performed simulating a one hundred pound charge of TNT at

depths ranging from 5 to 20 feet. For this charge it follows from (3-1) that RJ0 = 1 3985•1 feet. The

ambient hydrostatic pressure is determined from

P= d + P1  (3-4)

where
d is the initial charge depth,

and

P'1 = 33.9 feet of water is the air pressure.

Table 3-1 lists the values of the initial bubble pressure, free field maximum bubble radius, and

scaled charge depth

dC=
R m;L,

for the cases studied in this report.

3-2
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TABLE 3-1. SHALLOW DEPTH EXPLOSION BUBBLE INITIAL DIATA

d [ P0 R V.,1X
(ft) (fw) (ft)

5.0 27401.4 17.9 0.279

8,0 27469.6 17.5 0.457

10.0 27513.5 17.2 0.580

12.0 27555.9 17.0 0.707

14.0 27597.2 16.7 0.838

16.0 27637.5 16.5 0.969

18.0 27676.7 16.3 1.104

20.0 27714.9 16.1 1.243

Each grid used for the calculations consisted of a region of uniform cells of s;.'e Ar A: =h
in the region r < 27.0, and -36.0 < z _< 72.0 of axisymmetric (r,z) space. For our coarse grid runs
this region was divided into 39x156 cells. Cell stretching was used to extend the boundaries of the
computational domain to z = -100, z = 140, and r = 140. The grid spacing was halved in each
direction for the fine grid.

Figure 3-1 displays density contours and velocity vectors at six different times for the coarse
grid nm at charge depth d = 5 feet. In this figure, ten contours are shown, -ith five concentrated
between zero and 0.1po and the remaining five between 0.1p and po0

In the first frame of Figure 3-1 the bubble has already vented. The contours above the cavity
represent regions of "spray" where the density is below the value (1-c')p 0 ---0.96(p0. and is treated

as a nonliquid region in the code. Once the bubble "vents", (a bubble cell comes in contact with
an air cell) the pressure of the cavity is given the value of the ambient air pressure instantaneously
(see Reference 9 for details). Therefore, the interaction of the spray and the high pressure explo-
sive gases with the air is not adequately described with the incompressible model.

The second frame of Figure 3-1 shows the cavity at its maximum depth of about 20 feet, just
before it begins its rebound. The initial stages of the rebound is seen in the third frame (at I = 1

second) which shows the cavity refilling from the bottom up, while the outer fringes of the cavity
are expanding out and falling away. At this point the velocity of the water along the centerline
attains its maximum value of approximately 45 feet per second. In the fourth frame a tapered
column of water has clearly formed, rising approximately 10 feet above the sea level. This column
continues to move upward with a velocity of about 32 feet per second. The water column reaches
its maximum height of 25 feet in the fifth frame (t z 2.4 seconds). Here, the column has a diameter
of approximately 34 feet at sea level, tapering to a 22-foot diameter at a 10-foot elevation, and a
15-foot diameter at a 20-foot elevation. Finally, the sixth frame shows the column beginning to fall
downward, due to the influence of gravity.

3-3
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Figure 3-2 displays the computed evolution of the explosion of ai charge at a dIe...h of 12 fcet.
The first frame shows an early stage of the bubble cxpansiorn. The surfa:ce abo t ehe h.bhh!C ha a
slight bulge, and the bubble has not yet vented into the atmosphere. The contours ihown inide th,,
bubble are a numerical artifact due to remnants of cell., wvhich %cre inidiall\ only p0.1V trll` filled
with water (p < 0.96p0), and were treated as nonliquid cells having no pressurc gradwents, and there
fore no velocity. The bubble vents at t z 0.2 second, but the cavity continues to increase in size,
reaching its maximum depth of approximately 27 feet in the second frame (t :: 0.A scond& " A thin
layer of relatively high density liquid (not adequately resolved on this grid) persists above t!he cav-
ity, even until the third frame where the cavity rebound has commenced Similar to the d = 5 caw,
the centerline velocity of the water attains its maximum value, of approximately 55 fect per second
at this time. The water column has risen 15 feet abosýe sea level, and is MOving with a w.ocit, of

about 40 feet per second in the fourth frame (t z 1.5 sc,:onds). The fifth framt: (t -- 2.,8 seconds',
shows the vw ater column at its maximum height of 42 feet. This colunm has a base diameter of 45
feet, tapering to 20 feet at a 20-foot elevation, and approximately maintaining this diameter to the
top. The bulge seen at a 30-foot elevation has a slightly lower density than ý ater. The final frame
is very similar to the previous frame, but the velocity vectors indicate that the column is beginning
to fall under the influence of gravity. The remnants of the low density laver can still be seen above
the column,

The d = 12 case was repeated on the fine grid as a numerical validity check. The fine grid
results shown in Figure 3-3 reveal more detail in the "domed" region above the bubble at early
times, a greater resolution of the outer thin layer surrounding the water column at later times, and a
thin jet of water and spray ejected upward along the centerline axis. The watei column shape.
width, and height predictions are very similar for the two computations.

A more quantitative comparison between the coarse arid fine grid computations of the ti = 12
case is presented in Figure 3-4. In this figure the column height is defined to be the location of the
lowest contour of p = 0 .9 6 po crossing the axis, the water height is the highest contour of

p = 0. 9 6p0, and the spray height is the highest contour of p = 0.1po. The column heights (\hich at
early times represent the location of the bottom of the bubble) are in close agreement throughout the
entire time interval. The discrepancies in the water heights indicate that the coarse grid has
insufficient resolution for the top of the domed region above the bubble and subsequently above the

water column. In the coarse grid computation no water cells remain above the water column after
approximately t = 1.4 seconds. The jagged graphs of both the water height and spray height from
the coarse grid calculation are also due to insufficient resolution of the dome region. The graph of
the maximum spray height for the fine grid follows a nearly parabolic trajectory as it is decelerated

by gravity, reaching a maximum height of over 80 feet.

The evolution of an explosion with an initial charge depth of 16 feet is displayed in Figure 3-5,
in the second frame the bubble attains its maximum size. A significant "bump" has form-ned above
the bubble, having an average density of approximately 0 5 pou The code treats this bump as a uni-
form pressure nonliquid region being decelerated by gravity. This bump is caused by the initial
upward acceleration due to the high pressure bubble, followed by a deceleration once the bubble

3-4
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pressure falls below the atmospheric pressure. In the third frame the witer jet has pas.ed iht.ugh

the bubble and is impacting a thin layer of water which 'ýxas the top surface of the bubhle At I i S
point the bubble is an annular region, The fourth frame shows the watcr jet rising as a column of
water about twenty feet above the surface. The water column is being impeded by the relatively
high density spray in the bump which is now falling down\ýard. The interaction of the \ atet
column with the spray causes a radially outward movement of spray as depicted in thle fifth frame.
Here, the water column has reached its maximum height of about 40 feet, but its diameter has
diminished to only 10 feet. However, a significant amount of spray, having a density of about 0.2p•,
has spread out in a region having an 80-foot diameter. Finally, the sixth frame showVs the column
and spray falling downward due to gravity.

The d = 16 case was also repeated on the fine grid. These results are sho~ n in ['icure 3-6.
which are qualitatively similar to the coarse grid results (Figure 3-5) for the first four frames, but
reveal a much higher and thinner water column in the final two frames. Fturthernore, this column iS
surrounded by a complex pattern of relatively dense layers having a maximum diameter of about 50
feet, and rising to an elevation of about 60 feet. The complexity of the flow field at the later time.
is due to the interactions of the primary -,,ater jet wiflh the top surface of the bubble.

Quantitative differences between the coarse and fine grid results for the d = 16 case are shown
in Figure 3-7. The almost discontinuous increases in the column heights (particularly evident for
the fine grid run) are caused when the water jet impacts the top part of the bubble, wkhich has
formed a downward jet. This downward jet can be seen in the second frame of Figure 3-6. This
phenomenon has also been reported experimentally by Blake and Gibson& and computationally
using a boundary integral method by Blake, Taib and Doherty.1 5 Just after the impact of the top and
bottom surfaces of the bubble, the column height is abruptly changed from the height of the lower
jet to the top of the water level along the axis. The relatively large discrepancies in the spray and
column heights at later times suggest that further grid refinement studies should be performed due to
the complex nature of this problem.

Figures 3-8 and 3-9 show the time histories of the water column heights for the coarse grid
runs at depths between 5 and 14 feet, and 15 and 20 feet, respectively. The steepness of the curves
in the deeper cases is once again due to the lower jet impacting the water at the top of the bubble.
In the shallow cases the water at the top of the bubble has been pushed away due to the initial
acceleration of the explosion. These figures indicate that a depth of 14 feet is optimal for attaining
the highest water column. However, while the shallow depth cases are probably being predicted
accurately (as evidenced by the small discrepancies in the coarse and fine grid runs at 12 feet), the
errors in the deeper cases are greater and higher column heights than that predicted from the coarse
grid runs can be expected (cf. Figure 3-7). However, it is probably safe to conclude that the
optimal depth for attaining the maximum column height is between 12 and 16 feet for a 100-pound
charge of TNT.

The time histories of the computed coarse grid spray heights are displayed in Figures 3- 10 and
3-11. The abrupt drop in the maximum spray height values at the shallow charge depths (less than
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twvelve feet) are primiarly numeri cal uiatifacts due to Me~ grd stxtching :&,a e 72 t'e Aw 1he spro)

moves upward into the larger Cells, the average cell densiiics decrease unnii thy fall WW" (H.
Table 3-2 lists extrapolated spray heights obtanine frm the spray heci its bc!fore ! he abr~upt drop 4!t'

The extrapoation is based on the assumption that the ~pro, is beini dcccrtdb\ gra'vny S it;
w~ind resistance is negleced in these cxtrapolatnons. we expect these %alues are 111ir:ý,r tlhin lo

wvhich w\ould result fromu actual experiments.

TFABLE 3-2. EXTRAPOLATLED SIIALLO\V CO AR(;E DLI'1 SHLAY 11lhl;l [S

~\pproxinlate \laximiunl -Fiine

C7hor'e Initial I Spray o
l) ept [ \' eloc ity I leight Nlsaxnu m

(f)(ft Sec) (t

5 1 300 1-4001 9.4

81ISO 50(0 J ..6

10 120() 220 f 3.7 1

12 SO 10f)2,

Experimental dmata r 300-pound charees ot' TNT has been collected by Young'.2 SinIce the buibble
scales WOit the cube root of the charge wýeight (Cf. 3-1) our results can be Compared to those in
Reference 2 by scaling the dept by 31 1 Except for the extrapolated hicihts for the shallowk cases

a =5 and a -4S ihe results in Table 3-2 and Figures 3~ 10 a;1d 3-1 1 grýatlv under esýtinlate the max-
imium plumne heights reportvd by Younmt) However, we are unaware of publications reporting the

density iniside of experimentally produced plumes Ic iN 'ssible (Nit they are Comprised of a very

low, density mix of steamn and explosion gses, whic are not modeled using the incompre~ssible

code .

COM.\PRESSIBLE RUNS

Two computations w~ere carried out using the compressible code. The first simlulated a 100)
Pound TNT explosion at a depth of 5 feet. Here a perfect gas eqtvation of state was used to model
the air/explosive products with 'y = 1.4. This calculation was carried out in two phases,

1. A I -D spherical calculation tracked the initial expansion of the ex\plosion bubble to the point-,,
where the explosive shock neared the water Surface.

2. A 2-D axis ymm etric calculation continued the calculation to later tunies

3 -6
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The I-D calculation was initiated from a constant pressure bubble at rest I II) thefollwig proper-

ties:

Po = 7.6742(101)) dynes;cm, p = 1.63 )lm.cn 3, Rk( 20 ,4 cm

The results of this computation are shown in Figures 3-12 and 3-13. Figure 3-12 illusiratcs the
velocities in both air and water throughout the simulation. The heavy line running throu@i these

figures is the air-water interface. The complex interface geometry is more clearly visible in Figure
3-13 which provides a density contour plot. The description of the explosion provided by the simu-

lation can be divided into four phases:

1. Bubble Venting. The bubble vents within the Ifirst 10 to 20 milliseconds.

2. Cavity formation. A deep air cavity is carved out in the water by the c\plosi,e. This cavity
reaches its maximum depth at about 0.5 second.

3. Cavity collapse. Cavity venting leads to a gas pressure uhich is too lov. to su,,tain the cavity.
Water rushes into the caitvy to re-establish to original %water pressure.

4. Rebound. Water rushing inothe cavity impacts at the cavity center prodin J lme hc
4.~~~~~ Reoud Wae rsigiothcaiyipcsathcvtyenrpoduc-ing a plume, w~hich

in this case rises to a heigzht of 4 meters

Absent from the above description is the interaction of the original explosion shock with the sur-
face. In this case, the time difference between venting and the arrival of the shock is very small,

and the shock does not appear to have a significant effect on the plume.

The second case considered consisted of 100 pounds of TNT exploded at a depth of 6.5 feet in
water which was 13.1 feet deep. For this case, the explosive products/air were modeled by the
Jones-Wilkins-Lee (JWL) equation of state, which has the form:

P =f IvM + f,2(v) + w

(3-5)

f Ia =u + e (xUl .

For TNT the constants are defined as:

"o = 3,760( 1 0 t2) dynes Icm "2

U2 = 3.273( 10"') dynes/cm 2

C = -. 0443492 cm 3/gm

C 2  -. 19373 cm 3/gm (3-6)

,= -6.7645 gm/cm 3

X2 = -1.5485 gmlcm3

C = .30.
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The caIL~lcu)lato wVaS intitatCd uIsing, a oneC d~imlenSlitnl dcu)1iiatiuii iiR0dJeit,~lci rsi

uiforti pressure, %~elocity and densit% profile ait the instant1 ait v011 hi1 t11, (Icto nit;l (-ion
initiated at the center of the charge, reaChCed the charge1' SUrtace. The r idi us Of tthe in al c!,

18.8 cmi As in L1he plrevioLS caclton hsese kVa contMInud Wu111 aitI ouiuu'
shock wa s close to the surface, The calculation Niss as C1 thnr2a edi' - 1),in 'c cc

nates.

The results from11 the seconId caOlclaiLon are shosm i in I i ures 3-1 4 imd 15~iicr 3- 14-1

trates the ve locity vectors for bothi air and Oltr ~ bte irltcri-1 ., slhoil a id I rerxinNu

contours are given in Figuire 3:)- I 5 and clearlv indýicate theC CVoltion 011 th 1e 'Ajri' ntrlae

explosion phases show\n in Ficur111es 3-14 and 3- 15 clearly paral lelto of t' di hrý, case ierk 3

12 and 3-13). Th-e ventingy, cavity formation, and caiycollapsLe StIan.2 aic"" V\ .dellt. hioV. C s tr.

strong rebound is not.- This may be a consequecie of the. large, re_ý ion of ai-' trn t xurc : kliich,

appears along the center line. Pre`sumiably, the, entraitiivd air impa i~rts a oir- i hi 11tc hemxtr
which absorbs the eneru-v of cavity coillapse. thus pr-eve uting thte formal't ion of at ý%s anCol umil.
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FIGURE 3-7. TIME HISTORIES OF THE MAXIMUM COLUMN AND SPRAY

HEIGHTS FOR THE SIXTEEN-FOOT DEPTH COMPUTATIONS
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FIGURE 3-9. TIME HISTORIES OF THE MAXIMUM COLUMN HEIGHTS
BASED ON THE COARSE GRID COMPUTATIONS AT CHARGE
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3-17



NAVSWC TR 91-718

Spray HIeigh ts.--
150

_.- 1I!o d ...1
-I-

Lt

d--

"100k- " d14

0 K/I0

.... 5I I '

DEPHSBEWEN FIV AN ORENFE

SI 7 *"

0¢
0 -12-

O-• ;itime (sec)

FIUE -0 TM ISOIS FT~ENAXMMSPA IEGT

0 1 3- 18



NAVSWC TP 91-718

100 ---- - --

S...,I iu "t,

80 . .. d
d16

d- --.

4 40

0 - ------

0 3

time (sec.)

FIGURE 3-11. TIME HISTORIES OF THlE MAXIMUM SPRAY HEIGHTS
BASED ON THE COARSE GRID COMPUTATIONS AT CHARGE
DEPTHS BETWEEN FIFTEEN AND TWENTY FEET

3-19



N A VS\WC 1k 91 1

OMO

MTN

3--2-



NAVSWC TR 91-718

CI'

3-21-



.N A V S VC TR9 1 718

+z

000

3-22



NAVSWC TR 91-71I

t = .1169 secs, t = .2467 secs. t 5059 secs. t 1.026 sees.

it I'l
I i

51b

t = 1.544 secs. t = 2.326 sees. t = 2.849 sees. t 3.894 secs

,'. •%~~ /!/'"

,, -

FIGURE 3-13. DENSITY CONTOURS FROM THE COMPRESSIBLE COMPUTATION

OF A 300-POUND CHARGE OF TNT AT A DEPTH OF FIVE FEET
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CHAPTER 4

CONCLUSIONS

In this paper two different methods were described and used to predict the dynamics of shal-
low depth explosion plumes. The incompressible code has the advantage of computational
efficiency primarily because it selects time steps based on the velocity of the water rather than its
much larger sound speed. This code also has the advantage of being validated on predicting under-
water bubble dynamics at greater depths.7,8'9 The compressible code has the advantage of a better
physical model in which the effects of the initial shock and the subsequent interaction of air and
water can be predicted.

At early times after a shallow depth underwater explosion, the water above the bubble is
pushed radially outward, forming a thin water dome rising above the initial water level. A critical
event which may occur during this time is the venting of the bubble through the thin water dome
into the atmosphere. Both the incompressible and compressible code calculations presented in this
report predict that the bubble vents into the atmosphere before the occurrence of the first maximum
bubble volume. The venting of the bubble will be predicted numerically by the incompressible code
whenever the density of a cell containing the thin dome falls below (t-e,)p0 (see (2-2)). Thus, the
numericaj prediction of venting is a function of both the grid size and the value Eo used to deter-
mine the cutoff between the liquid and nonliquid cells. Preliminary numerical studies have shown
that the selection of E can effect the prediction of venting, and have a great effect on the subse-
quent dynamics of the bubble, cavity and plume. These preliminary computations are in better
agreement with the experimental results of Blake and Gibson, 14 which show that spark generated
bubbles will not vent at values of c>0.56. Shallow depth explosion bubbles which do not vent form
a thin water jet above the dome instead of the large cavity which opens up for a venting bubble.
The incompressible simulations presented here predict venting at early times for values of c as large
as 1. Because of this, the reliability of the calculations could be greatly enhanced by empirically
selecting appropriate values for EP for the incompressible code to better match the predictions of
venting. Subsequent research in developing improved predictive capabilities will be focused on this
aspect of the calculations.
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